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Interactions between proteins and other biomolecules are the basis 
of protein function in most biological processes. Predicting these 
interactions purely from structure remains one of the most impor-

tant challenges in structural biology1–4. Many programs effectively 
predict these interactions by exploiting evolutionary signatures in 
protein sequence and structure5–7, yet these approaches require the 
knowledge of homologous proteins. The molecular surface8 is a 
higher-level representation of protein structure that models a pro-
tein as a continuous shape with geometric and chemical features. We 
propose that molecular surfaces are fingerprinted with patterns of 
chemical and geometric features that reveal information about the 
protein’s interactions with other biomolecules. Our central hypoth-
esis is that proteins with no sequence homology that undergo similar 
biomolecular interactions may display similar patterns, which are 
difficult to grasp by visual analysis but could be learned from large-
scale datasets. Here, we present MaSIF (molecular surface interac-
tion fingerprinting), a general geometric deep learning9 method to 
recognize and decipher patterns on protein surfaces, without explicit 
consideration of the underlying protein sequence or structural fold.

The molecular surface representation describing protein struc-
ture (Fig. 1a) has long been used for many tasks involving protein 
interactions10,11, and has been the preferred structural description 
to study protein–solvent electrostatic interactions12. More recently, 
several methods have captured molecular surface patterns with 
functional relevance, such as three-dimensional (3D) Zernike 
descriptors13–16 and geometric invariant fingerprint (GIF) descrip-
tors17. These approaches proposed ‘handcrafted’ descriptors, manu-
ally optimized vectors that describe protein surface features. The 
scope of these approaches is limited as it is hard to determine a pri-
ori the right set of features for a given prediction task.

Geometric deep learning9 is a nascent field extending success-
ful image-based deep neural network architectures, such as con-
volutional neural networks (CNNs)18, to geometric data such as 
surfaces, where these techniques have been shown to substantially  

outperform handcrafted feature extraction19,20. MaSIF exploits geo-
metric deep learning to learn interaction fingerprints in protein 
molecular surfaces. The molecular surface data is described in geode-
sic space, meaning that the distance between two points corresponds 
to the distance of ‘walking’ between the points along the surface. In 
highly irregular protein surfaces (for example, with deep pockets),  
geodesic distances can be much larger than Euclidean distances 
(Supplementary Fig. 1). First, MaSIF decomposes a surface into 
overlapping radial patches with a fixed geodesic radius (Fig. 1a,b). 
Each point within a patch is assigned an array of geometric and 
chemical input features (Fig. 1b). The input features (chemistry and 
geometry) are not learned, they are precomputed properties from 
the molecular surface. MaSIF then learns to embed the surface 
patch’s input features into a numerical vector descriptor (Fig. 1d). 
Each descriptor is further processed with application-dependent 
neural network layers. The networks are trained end-to-end, mean-
ing that the intermediate patch descriptors are not universal but 
rather optimized toward particular tasks.

We showcase MaSIF with three proof-of-concept applications 
(Fig. 1e): (1) ligand pocket similarity comparison (MaSIF-ligand); 
(2) protein–protein interaction (PPI) site prediction in protein 
surfaces (MaSIF-site) and (3) ultrafast scanning of surfaces, where 
we exploit surface fingerprints to predict the structural configura-
tion of protein–protein complexes (MaSIF-search). Our conceptual 
framework will be useful for biologists that search for similar inter-
action fingerprints between proteins with no shared evolutionary 
ancestry. Crucially, MaSIF represents a departure from learning on 
Euclidean structural representation and may enable the recognition 
of important structural features for protein function and design.

MaSIF: a general framework to learn protein surface 
fingerprints
The MaSIF conceptual framework is shown in Fig. 1 and described 
in the Methods section. Briefly, from a protein structure we  
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compute a discretized molecular surface (solvent excluded sur-
face)21 and assign geometric and chemical features to every point 
(vertex) in the mesh (Fig. 1a,b). Around each vertex of the mesh, 
we extract a patch with geodesic radius of r = 9 Å or r = 12 Å  
(Fig. 1b). The choice of patch radius is application-dependent, in 
architectures with multiple geodesic convolutional layers we use a 
smaller patch size due to memory limitations (see Methods). For 
each vertex within the patch, we compute two geometric features 
(shape index22 and distance-dependent curvature17) and three 
chemical features (hydropathy index23, continuum electrostatics24  
and the location of free electrons and proton donors25). The 
vertices within a patch are assigned geodesic polar coordinates  
(Fig. 1c): the radial coordinate, representing the geodesic distance 
to the center of the patch and the angular coordinate, computed 

with respect to a random direction from the center of the patch, as 
the patch lacks a canonical orientation. The geometric structure of 
the surface (for example, the ‘depth’ of a pocket within the surface)  
are implicitly described through the geometric features (shape 
index and distance-dependent curvature) and the geodesic  
polar coordinates.

MaSIF applies a geometric deep neural network to these input 
features using the polar coordinates to spatially localize fea-
tures. The neural network consists of one or more layers applied 
sequentially; a key component of the architecture is the geodesic 
convolution, generalizing the classical convolution to surfaces and 
implemented as an operation on local patches20. In the polar coor-
dinates, we construct a system of Gaussian kernels defined in a 
local geodesic polar system for which the parameters are learnable.  
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Fig. 1 | overview of the MaSIF conceptual framework, implementation and applications. a, Left, conceptual representation of a protein surface engraved 
with an interaction fingerprint, surface features that may reveal their potential biomolecular interactions. Right, surface segmentation into overlapping 
radial patches of a fixed geodesic radius used in MaSIF. b, The patches comprise geometric and chemical features mapped on the protein surface.  
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The learnable Gaussian kernels locally average the vertex-wise 
patch features (acting as soft pixels) and produce an output of fixed 
dimension, which is correlated with a set of learnable filters19. We 
refer to this family of learnable Gaussian kernels as a learned soft 
polar grid (see Methods).

A convolutional layer with a set of filters is then applied to the out-
put of the soft polar grid layer. Note that since the angular coordinates 
were computed with respect to a random direction, it becomes essen-
tial to compute information that is invariant to different directions  

(rotation invariance, Fig. 1d). To this end, we perform K rotations 
on the patch and compute the maximum over all rotations20, pro-
ducing the geodesic convolution output for the patch location. 
The procedure is repeated for different patch locations similar to a 
sliding window operation on images, producing the surface finger-
print descriptor at each point in the form of a vector that embeds 
information about the surface patterns of the center point and its 
neighborhood. The learning procedure consists of minimizing the 
parameter set of the local kernels and filter weights with respect to 
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Fig. 2 | Classification of ligand-binding sites using MaSIF-ligand. a, Schematic representation of the prediction task. The neural network receives a protein 
pocket as input and classifies it into seven categories to reflect the predicted binding preference. b, Structures of the seven cofactors that bind proteins 
considered for the prediction task. c, Balanced accuracy of the prediction of the specificity of binding sites using all features (G+C, geometry and chemistry), 
only geometric features (Geom) or only chemical features (Chem). d, ROC curves for comparative benchmarks for pocket classification using the full training 
and testing sets (excluding HEME, total number of pockets in testing set was 216). e, ROC curves for comparative benchmarks using a strict structural split 
of the pockets between the training and test sets (template modeling (TM) score <0.5, total number of pockets in testing set was 121). f, Specific example 
on a protein fold that recognizes two similar ligands and yet is correctly predicted. A bacterial dehydrogenase in the test set binds to NAD (PDB ID 2O4C)30, 
while its closest structural homolog in the training set corresponds to a mammalian oxidoreductase (PDB ID 2YJZ), which binds to NADP31.
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the application-specific training data and cost function. Therefore, 
the parameter set is specific to each application presented here.

With this framework we created descriptors for surface patches 
that can be further processed in neural network architectures. Next, 
we will present various ways to leverage them to identify interaction 
fingerprints on protein surfaces.

Results
Molecular surface fingerprinting to classify ligand-binding 
pockets. Interactions between proteins and metabolites play a fun-
damental role in cellular homeostasis, yet our knowledge of these 
interactions is extremely limited26. We propose that the interac-
tion fingerprints in protein surfaces hold information to decipher 
the metabolite-binding preference of protein pockets. To test this 

hypothesis, we developed MaSIF-ligand, a classifier to predict the 
metabolite-binding preference of a pocket from surface features 
(Fig. 2a). For this proof-of-concept we used seven cofactors: ADP, 
NAD, NADP, FAD, S-adenosyl methionine (SAM), coenzyme A 
(CoA) and heme, metabolites with large structural datasets avail-
able (Fig. 2b).

We trained MaSIF-ligand on a large set of cofactor-binding pro-
teins using their holo structures, where sequences and structures 
were clustered to remove redundancy from the training and test 
sets. The balanced accuracy on an independent test set was used 
to gauge the classification power of MaSIF-ligand. We first trained 
MaSIF-ligand with all features (geometry and chemistry) and 
obtained a balanced accuracy of 0.73 (Fig. 2c) (expected random 
accuracy, 0.14). To investigate the importance of the features, we 
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limited the set to geometric or chemical features that reduced the 
balanced accuracy to 0.55 and 0.65, respectively (Fig. 2c).

Next, we compared MaSIF-ligand with three other programs, 
ProBiS27, KRIPO28 and SiteEngine10, which exploit structural fea-
tures for pocket classification, and showed top-tier performance 
in a recent comprehensive benchmark29. To compare the different 
methods, we use the receiver operator characteristic area under 
the curve (ROC AUC). In our datasets, SiteEngine is the top per-
former among these tools, while MaSIF-ligand achieves a better 
performance than KRIPO and ProBiS (Fig. 2d). Both SiteEngine 
and MaSIF-ligand identify physicochemical and geometric similari-
ties in molecular surfaces. However, SiteEngine is based on explicit 
alignments of pockets using pseudo-representations of the molecu-
lar surface, which results in a much higher runtime. It is therefore 
remarkable that MaSIF-ligand can achieve similar performances 
despite embedding the 3D space into fingerprint descriptors.

To analyze the MaSIF-ligand predictions in detail, we generated 
a confusion matrix with all features (Supplementary Fig. 2a). We 
observe variable performances across ligands, perhaps not surpris-
ingly in the case of HEME (accuracy of 94%) given the chemically 
dissimilarity to the other cofactors. More challenging is the distinc-
tion between similar ligands, namely in the analysis of the confu-
sion data between two highly similar cofactors: SAM versus ADP 
and NADP versus NAD. In both cases, the geometric features are 
not sufficient and are mainly the chemical features that contribute 
to the correct predictions (Supplementary Fig. 2a,b). The capacity 
of MaSIF-ligand to distinguish the features from very similar cofac-
tors is remarkable, especially for NADP versus NAD that differ by 
a single phosphate group on the adenosine moiety. To understand 
these successful predictions, we analyzed the pocket features of an 

NAD-binding bacterial dehydrogenase30 in our test set and its clos-
est structural homolog in the training set, a mammalian oxidore-
ductase that binds to NADP (Fig. 2f)31. We analyzed the regions of 
the pockets giving the neural network the highest discrimination 
score between NAD versus NADP, and mapped this score on the 
pocket surface (see Methods) (Supplementary Fig. 2c). The largest 
discrimination scores arise from patches centered around the addi-
tional NADP phosphate in the oxidoreductase:NADP pocket, while 
in the dehydrogenase:NAD pocket, the adenine moiety region, 
where NAD and NADP differ, is crucial to correctly classify the 
pocket. The prediction probabilities for the dehydrogenase:NAD 
pocket are dependent on the chemical features (Fig. 2f, right), fur-
ther confirmed by the Poisson–Boltzmann electrostatics showing 
that the oxidoreductase:NADP pocket (Fig. 2f, left) has a stronger 
positive charge distribution, consistent with its binding to the more 
negatively charged NADP.

Despite the lack of global sequence homology and structural 
similarity of the pockets in the test and training sets, MaSIF-ligand 
can decipher the surface interaction fingerprints to determine the 
binding preference of each pocket. As illustrated by the NAD/NADP 
example MaSIF-ligand can infer the correct cofactor in two proteins 
with the same fold based purely on surface features, without explicit 
consideration of the underlying amino acids or sequence-based sig-
natures.

Overall, the interaction fingerprints in protein surfaces could be 
an additional source of information available to biologists to infer 
important protein:ligand interactions.

Predicting protein binding sites based on interaction finger-
prints. Inspired by previous work on PPI site prediction32–34, we 
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developed MaSIF-site, a classifier that receives a protein surface as 
input and outputs a predicted score for each surface vertex on the 
likelihood of being involved in a PPI (Fig. 3a).

MaSIF-site was trained and tested on a large dataset of protein 
structures that were cocrystallized in the holo state and separated 
into monomeric subunits. The training and testing sets were split 
based on sequence and structure (see Methods). This task greatly 
leverages the potential of deep learning approaches, since multiple 
layers yield superior predictions (Fig. 3b). Using one geodesic con-
volutional layer MaSIF-site’s ROC AUC reaches 0.77 (Fig. 3b and 
Supplementary Fig. 3), while three layers boost the ROC AUC to 
0.86, computed over all the surface points of the test set proteins.

A strong separation between the predicted true and false inter-
faces is observed (Fig. 3c). A feature ablation study showed that the 
Poisson–Boltzmann continuum electrostatics reached the highest 
performance (ROC AUC = 0.80) of all single features (Fig. 3d), sug-
gesting an important contribution of electrostatics on the identifica-
tion of PPI sites.

Surfaces involved in PPIs can be classified according to biophysi-
cal (for example, obligate versus transient) and structural/chemical 
(for example, large versus small, hydrophobic versus polar and so 
on) properties, we asked whether MaSIF-site had a biased perfor-
mance for a particular type of surface (Fig. 3e). These predictions 
were reported in median ROC AUC per protein providing a better 
assessment of the performance for each query protein. The predic-
tion accuracy for the whole dataset reached a median ROC AUC of 
0.87 per protein, while for a subset of transient interactions the ROC 
AUC was 0.81. Proteins with large hydrophobic interfaces had a bet-
ter performance (ROC AUC = 0.89) than those with the smallest 
hydrophobic surfaces (ROC AUC = 0.81). The median ROC AUC 
value is illustrated with the example of ubiquitin hydrolase (ROC 
AUC = 0.84), close to the median of the whole dataset (Fig. 3f).

We compared MaSIF-site to top performing predictors35 
SPPIDER33 and PSIVER36, in a subset of transient interactions that are 
likely among the most challenging test cases. MaSIF-site reaches the 
highest performance, median ROC AUC per protein of 0.81, while 
SPPIDER and PSIVER reach 0.65 and 0.62, respectively (Fig. 3g).  

The distribution of ROC AUCs per protein for each method is 
shown in Supplementary Fig. 4b. We further illustrate MaSIF’s 
superior performances relative to SPPIDER in four randomly cho-
sen proteins from the transient test set (Supplementary Fig. 4c).

Although evolutionary information can be crucial to predict 
protein interaction sites36, in some cases such evolutionary his-
tory is sparse or completely absent. These extreme cases include 
computationally designed PPIs, whose interfaces were rationally 
designed in protein scaffolds. We used MaSIF-site to predict three 
such designed interfaces that have been experimentally validated: 
an influenza inhibitor37 (Fig. 4a), a homo-oligomeric cage pro-
tein38 (Fig. 4b) and an epitope-scaffold used as an immunogen39  
(Fig. 4c). The designs were based on wild-type scaffold proteins with 
no binding activity, and in each case, we compared their interface 
score with that of the noninteracting wild type. MaSIF-site clearly 
labels the interfaces of the designs, in contrast with SPPIDER and 
PSIVER’s predictions. Overall, MaSIF-site may help to identify the 
sites of interactions with other proteins for PPI validation, paratope/
epitope prediction or small molecule binding sites, for cases where 
evolutionary or experimental information may not be available.

Ultrafast scanning of interaction fingerprints for prediction 
of protein–protein complexes. As a last example of MaSIF’s 
generality, we show the embedding of fingerprints as vectorized 
descriptors to predict specific interactions between proteins. This 
embedding, inspired by earlier work on GIF descriptors17, is attrac-
tive because, once the descriptors are precomputed, nearest-neigh-
bor techniques can scan billions of descriptors per second40. The 
gain in computational cost at runtime enables broad structural 
searches across large databases, moving away from the model of 
one binder versus one target, typical of docking programs, to one 
of many binders versus many targets. This is important for tasks 
such as protein design, where docking tools are used to search for 
structural templates to use as starting points for the design of new 
PPIs or ligand-binding proteins37,41. Thus, we introduce MaSIF-
search, a method to quickly search protein binding partners based 
on surface fingerprints. MaSIF-search is then complemented with 
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surface alignment and reranking stages to generate docked com-
plexes with improved quality.

MaSIF-search learns patterns in interacting pairs of surface 
patches. PPIs occur through surface patches with some degree of 
complementary geometric and chemical features. To formalize this 
observation, MaSIF-search inverts the numerical features of one 
protein partner (multiplied by −1), with the exception of hydropa-
thy. Although the models of complementarity are not perfect the 
network may be able to learn different levels of complementarity. 
After performing the inversion on one patch, the Euclidean dis-
tance between the fingerprint descriptors of two complementary 
surface patches should be close to zero. Within this framework, 
MaSIF-search will produce similar descriptors for pairs of interact-
ing patches (low Euclidean distances between fingerprint descrip-
tors), and dissimilar descriptors for noninteracting patches (larger 
Euclidean distances between fingerprint descriptors) (Fig. 5a). 
Thus, identifying potential binding partners is reduced to a com-
parison of numerical vectors.

To test this concept, we assembled a database with >100,000 
pairs of interacting protein surface patches with high shape comple-
mentarity, as well as a set of randomly chosen surface patches, to 
be used as noninteracting patches. A trio of protein surface patches 
with the labels, binder, target and random patches were fed into the 
MaSIF-search network (Fig. 5a). The neural network is trained to 
simultaneously minimize the Euclidean distance between the fin-
gerprint descriptors of binders versus targets, while maximizing 
the Euclidean distance between targets versus random, commonly 
referred to as a Siamese architecture in the machine learning litera-
ture42 (see Methods).

Performance on the test set shows that the descriptor Euclidean 
distances for interacting surface patches is much lower than that 
of noninteracting patches, resulting in a ROC AUC of 0.99 (Fig. 
5b). Our method is directly comparable to the previously proposed 
handcrafted GIF descriptors17, which were proposed for a similar 
application: screening functional protein surfaces. Tested on our 
test set, GIF descriptors show a ROC AUC of 0.84, substantially 
lower than MaSIF-search (Fig. 5c). Testing MaSIF-search using 
only chemical or geometric features, we obtained ROC AUCs of 
0.90 and 0.97, respectively. It is remarkable that chemical features 
alone can provide such a high discriminative power, the improve-
ment from 0.97 to 0.99 is substantial, as if we interpret ROC AUC 
as error probability, it translates to reducing the number of mistakes 
from 3/100 to 1/100. We next investigated whether inverting the 
numerical features of the target patch is essential for MaSIF-search. 
Doing so results in faster learning and in gains in performance in a 

network trained with all features (ROC AUC of 0.97 with no inver-
sion versus 0.99 with inversion, Supplementary Fig. 5). Finally, we 
observed that MaSIF-search and GIF descriptors, have superior 
performance on high shape complementarity patches, as training/
testing on interacting patches with lower shape complementarity 
results in lower performance (Supplementary Fig. 5).

Next, we used MaSIF-search to predict the structure of known 
protein–protein complexes. Ideally, one would be able to predict 
whether two proteins interact simply by comparing their respec-
tive fingerprints, avoiding a time-consuming, systematic explora-
tion of the 3D docking space. We find that fingerprint descriptors 
can provide an initial and fast evaluation of candidate binding part-
ners. However, a better performance can be achieved by including 
a subsequent stage where candidate patches (referred to as decoys) 
selected by the Euclidean fingerprint distance of the patches center 
points to the target patch are rescored using fingerprints of neigh-
boring points in the patch. Specifically, the MaSIF-search workflow 
entails two stages (Fig. 5d): (1) scanning a large database of descrip-
tors of potential binders and selecting the top decoys by descriptor 
similarity and (2) three-dimensional alignment of the complexes 
exploiting fingerprint descriptors of multiple points within the 
patch, coupled to a reranking of the predictions with a separate 
neural network (see Methods and Supplementary Fig. 6). The first 
stage is performed extremely quickly; consequently, MaSIF-search 
runtime performance is dominated by the second stage whose com-
plexity depends linearly on the number of decoys used. The tradeoff 
lies between increasing the number of decoys to improve accuracy, 
but slow down the overall runtime.

To benchmark MaSIF-search we simulated a scenario where 
the binding site of a target protein is known, and one attempts to 
recapitulate the true binder of a protein among many other binders. 
Specifically, we benchmarked MaSIF-search in 100 bound protein 
complexes randomly selected from our testing set (disjoint from the 
training set). For each complex, we first selected the center of the 
interface in the target protein (see Methods), and then attempted 
to recover the bound complex within the 100 binder proteins com-
prising the test set (Fig. 5d). A successful prediction means that a 
predicted complex with an interface root mean square deviation 
(iRMSD) of less than 5 Å relative to the known complex is found in 
a shortlist of the top 100, top ten or top one results. For compari-
son, we performed the same task using PatchDock11, ZDock43,44 and 
ZDock in combination with the scoring application ZRank2 (ref. 45)  
(ZDock+ZRank2). For each program we compared our run-
time performance and number of recovered complexes (Table 1).  
Among the baseline tools, PatchDock showed the fastest per-
formance, while ZDock+ZRank2 showed the best performance. 
MaSIF-search with only 100 decoys per target shows performances 
similar to PatchDock, but the entire benchmark is performed in 
just four central processing unit (CPU) minutes, compared to 2,743 
CPU minutes for PatchDock. If we expand MaSIF-search’s decoys 

Table 1 | Results for large-scale docking benchmark benchmark 
for PatchDock, MaSIF-search (with multiple numbers 
of decoys), ZDock and ZDock+ZRank2 on bound (holo) 
complexes

Method Number of solved 
complexes in the top

time (min)

100 10 1

MaSIF-search decoys = 100 37 36 30 4

MaSIF-search decoys = 2,000 67 56 43 39

PatchDock 43 32 21 2,743

ZDock 58 36 18 134,934

ZDock+ZRank2 
decoys = 200,000

77 63 45 159,902

No. of solved complexes in the top, number of target–binder complexes within 5 Å iRMSD found in 
the top 100, top ten or top one (for holo cases) or top 1,000, top 100 and top ten (for apo cases). 
Time (min), CPU time in minutes for each program, which excludes precomputation time for 
MaSIF-search.

Table 2 | Results for large-scale docking benchmark benchmark 
for PatchDock, MaSIF-search (with multiple numbers of 
decoys), ZDock and ZDock+ZRank2 on unbound (apo) 
complexes

Method Number of solved 
complexes in the top

time (min)

1,000 100 10

MaSIF-search decoys = 2,000 17 7 2 16

PatchDock 11 4 1 560

ZDOCK 17 13 5 13,174

ZDock+ZRank2 
decoys = 80,000

23 12 5 16,866
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to 2,000, it achieves similar performances to ZDock+ZRank2 with 
much faster runtimes (~4,000-fold).

Even though we trained only on cocrystallized protein complexes, 
we also tested our method in a benchmark set of 40 proteins crystal-
lized in the unbound (apo) state. Since unbound docking is substan-
tially more challenging, we changed the success criteria to finding 
the correct complex within the top 1,000, top 100 and top ten, for 
all methods (Table 2). Here the performance of all tools deterio-
rates, with slightly better accuracy for ZDock and ZDock+ZRank2. 
Although MaSIF-search can recover many of the complexes in the 
top 1,000 results, the scoring neural network, which was trained on 
holo structures, does not rank these into the top ten. These results 
point to the need for training MaSIF on apo structures, perhaps by 
augmenting datasets with simulated unbound states.

In the previous docking comparison, we provided the site of the 
interface as input; however, when the target site is unknown, a com-
bination of MaSIF-site and MaSIF-search to predict protein com-
plexes is an attractive possibility. To provide a specific example, we 
selected the protein complex PD1:PD-L1 (ref. 46) (Protein Data Bank 
(PDB) ID 4ZQK) as a test case. We first used MaSIF-site for binding 
site prediction in the uncomplexed PD-L1 from the cocrystal struc-
ture, followed by MaSIF-search to scan a database of ~11,000 query 
structures (52 million surface fingerprint descriptors) to find puta-
tive binders of the predicted binding site in PD-L1 (this protocol 
is shown in Supplementary Fig. 7). The ground truth binder, PD1 
was included among the 11,000 structures and PD1:PD-L1 related 
complexes were excluded from the training set. Our combined 
approach identified the mouse version of PD1 bound to human 
PD-L1 as the best binder (ranked no. 1, no. 3, no. 4), and the ground 
truth human PD1 binder (ranked no. 8) in 26 min. Performing vast 
searches using traditional docking tools is prohibitively expensive. 
In summary, MaSIF-search identifies patterns that drive PPIs that 
are embedded in a space amenable for fast searches.

Discussion
The molecular surface representation describes the features of 
a protein that contact other biomolecules, while abstracting the 
underlying protein sequence. This abstraction allows MaSIF to learn 
patterns that are independent of a protein’s evolutionary history. 
Crucially, our general approach to learning surface fingerprints may 
enable a more complete understanding of protein function. This 
may prove critical in fields of protein science that have been shift-
ing away from naturally evolved proteins. We foresee that MaSIF 
will be especially important for de  novo protein design47 applica-
tions, where the design of new biomolecular interactions remains a 
fundamentally unsolved problem, despite notable advances37. In the 
future, protein design programs such as Osprey48 and Rosetta49 may 
become fingerprint-aware, optimizing the sequence of de  novo-
designed proteins to display molecular surface patterns necessary to 
perform a functional task.

The proof-of-concept applications presented here meant to 
showcase MaSIF’s generality and the concept of learning from sur-
face features. Despite their early stage development, these methods 
can be useful to the wide community focused on understanding 
structure–function relationships. Such applications may entail the 
characterization of large-scale ligand–protein interaction networks 
(MaSIF-ligand), identification of ‘surface hot-spots’ that may be more 
easily targeted for the design of new biologics for therapeutic pur-
poses (MaSIF-site). MaSIF-search could be coupled to experimen-
tal methods to identify binding partners for proteins, or it could be 
used to find potential engaging partners to use as starting points for 
protein design37,41. Moreover, all these methods could benefit from 
sequence evolutionary data to improve their predictive capabilities.

Collectively, we present a conceptual framework to decipher 
interaction fingerprints, leveraging the representation of protein 
structures as molecular surfaces, together with powerful data-driven  

learning techniques. The availability of our data and code will allow 
researchers to apply our framework to new problems. Our current 
applications show important technical advantages with great poten-
tial for further development and considerable impact on the fun-
damental study of protein structure and function, as well as for the 
design of new proteins and protein-based therapies.
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Methods
Computation of molecular surfaces. All proteins in the datasets were protonated 
using Reduce50, and triangulated using the MSMS program21 with a density of 
3.0 and a water probe radius of 1.5 Å. Protein meshes were then downsampled 
and regularized to a resolution of 1.0 Å using pymesh51. Geometric and chemical 
features were computed directly on the protein mesh, with the exception of the 
distance-dependent curvature, which was computed on each patch according to 
the surface normals of the vertices in the patch.

Decomposition of proteins into overlapping radial patches and computation 
of features. For each point in the discretized protein surface mesh, a radial patch 
of geodesic radius of 9 or 12 Å (application-dependent) was extracted to perform 
an analysis of the surface features of the patch. The choice of radius was empirical, 
mainly driven by performance and memory constraints. For MaSIF-search we 
chose 12 Å because we found this to be a good value to cover the buried surface 
area of many PPIs. This patch size was reused for MaSIF-ligand. A patch of 9 Å 
was selected for MaSIF-site because the smaller patch allowed us to do multiple 
convolutional layers within our available memory resources, which we found 
critical for this application. In the absence of memory constraints, a patch larger 
than 12 Å would be ideal, as MaSIF’s geometric deep learning architecture is 
capable of assigning different weights to different geodesically clustered kernels.

The following features were included in each patch.

Shape index. The shape index describes the shape around each point on the surface, 
with respect to the local curvature17. Values range from −1 (highly concave) to +1 
(highly convex). It is defined with respect to the principal curvatures κ1,κ2, κ1 ≥ κ2 as:

2
π
tan�1 κ1 þ κ2

κ1 � κ2

Distance-dependent curvature. For every vertex within an extracted patch, the 
distance-dependent curvature computes a value in the range [−0.7, 0.7] that 
describes the relationship between the distance to the center and the surface 
normals of each point and the center point. Details of this feature are described 
in ref. 17. While the principal curvature component describes the shape around 
each vertex in the full protein, we found that it is also informative to compute the 
curvature within each patch, using the center of the patch as a reference.

Poisson–Boltzmann continuum electrostatics. PDB2PQR52 was used to prepare 
protein files for electrostatic calculations and APBS53 (v.1.5) was used to compute 
Poisson–Boltzmann electrostatics for each protein. The corresponding charge at 
each vertex of the meshed surface was assigned using Multivalue, provided within 
the APBS53 suite. Charge values above +30 and below −30 were capped at those 
values and then values were normalized between −1 and 1.

Free electrons and proton donors. The location of free electrons and potential 
hydrogen bond donors in the molecular surface was computed using a hydrogen 
bond potential25 as a reference. Vertices in the molecular surface whose closest 
atom is a polar hydrogen, a nitrogen or an oxygen were considered potential 
donors or acceptors in hydrogen bonds. Then, a value from a Gaussian distribution 
was assigned to each vertex depending on the orientation between the heavy 
atoms25. These values range from −1 (optimal position for a hydrogen bond 
acceptor) to +1 (optimal position for a hydrogen bond donor).

Hydropathy. Each vertex was assigned a hydropathy scalar value according to the 
Kyte and Doolittle23 scale of the amino acid identity of the atom closest to the 
vertex. These values, in original scale ranged between −4.5 (hydrophilic) to +4.5 
(most hydrophobic) and were then normalized to be between −1 and 1.

Computation of geodesic polar coordinates. Once surface patches are extracted 
from a protein, MaSIF uses a geodesic polar coordinate system to map the position 
of vertices in radial (that is, geodesic distance from the center) and angular 
coordinates (that is, angle with respect to a random directions) with respect to 
the center of the patch (Fig. 1c). These coordinates add information on the spatial 
relationship between features to the learning method.

Geodesic distances. On a continuous surface, a geodesic is the shortest path (curve) 
connecting two points when ‘walking’ over the surface; geodesic distance between 
two points is the length of a geodesic between them. On a mesh (the discretization 
of the continuous molecular surface we use in our implementation), a geodesic is 
the shortest polyline between two vertices, traversing triangular faces. On a graph, 
a geodesic is a collection of adjacent graph edges connecting two vertices. The 
computation of geodesics on meshes can be computed exactly or approximated 
using fast-marching methods. For computational efficiency, we used graph 
geodesics with weighted edges (corresponding to the Euclidean distance between 
the vertices), computed using the Dijkstra algorithm, as an approximation to the 
true geodesic. Since the molecular surfaces were regularly meshed, we found this to 
be an accurate compromise.

Radial coordinates. Describe the geodesic distance of a point to the center of 
the patch. Due to its speed, we used the Dijkstra algorithm implemented in 
MATLAB to compute an approximation of the true geodesic distance. Thus, in our 
implementation the geodesic distance is the sum of the edge lengths that connect 
the nodes defined on the surface mesh graph.

Angular coordinates. A classical multidimensional scaling algorithm54 implemented 
in MATLAB was used to flatten patches into the plane based on the Dijkstra 
approximation to pairwise geodesic distances between all vertices. As molecular 
surface patches have no canonical orientation, a random direction in the computed 
plane was chosen as a reference and the angle of each vertex to this reference in the 
plane was set as the angular coordinate.

Geometric deep learning on a learned soft polar grid. Geometric deep learning 
allows us to apply successful image-based deep neural network architectures, such 
as CNNs18, to geometric data such as surfaces. Traditional CNNs used in image 
analysis can be thought of as running a sliding window through the image; at each 
position of the window, a patch of pixels is extracted. Each pixel is then multiplied 
by a respective learnable filter value and the results summed up. On protein 
molecular surfaces, we do not have a regular grid, hence we replace it with a system 
of Gaussian kernels defined in a local geodesic polar system of coordinates that act 
as ‘soft pixels’. The parameters of the Gaussians are learnable on their own17. Thus, 
we refer to this system of Gaussian kernels as a learned soft polar grid.

Our learned polar grid contains θ angular bins, and ρ polar bins, for a total of 
J = ρθ bins. For each vertex in the discretized molecular surface x, with neighbors 
N(x) and each vertex y 2 NðxÞ

I
, we define the coordinates u(x,y), the radial and 

angular coordinates of y with respect to x. The mapping of each grid cell j for 
feature vector f and the patch centered at x, Dj(x)f, is defined as:

DjðxÞf ¼
X

y2NðxÞ
wjðuðx; yÞÞf ðyÞ; j ¼ 1; :::; J;

where wj is a weight function and f(y) are the features at vertex y.

Rotation invariance. Rotation invariance is handled in the neural network by 
performing θ rotations of the input patch and performing a max-pool operation on 
the output18.

MaSIF-ligand: ligand site prediction and classification. Dataset. Proteins 
that bind to the selected cofactors were downloaded from the PDB and their 
biomolecular assemblies were built using SBI55. Details of pocket selection and 
clustering by sequence are presented in Supplementary Note 1.

Neural network architecture, cost function and training optimization. The training 
step and network architecture was as follows: 32 patches were randomly sampled 
from a single binding pocket. Each patch was used as input in a network and 
mapped to a learned soft grid with 16 angular bins and five radial bins. Each 
feature type (two geometric and three chemical features) was run through a 
separate neural network channel, where the learned soft grid layer was followed 
by a convolutional layer with 80 filters, an angular max pooling layer with 16 
rotations, a rectified linear and a fully connected layer. A fully connected layer 
then combined the output from each channel and output to an 80-dimensional 
fingerprint. The resulting 32 fingerprints were multiplied together to generate 
an 80 × 80 covariance matrix. The architecture for this network is shown in 
Supplementary Fig. 9. The covariance matrix was flattened and fed first to a 64-
unit, fully connected layer with rectified linear activation, and then to a seven-unit, 
fully connected layer with linear activation, followed by a softmax cross-entropy 
loss. The network was trained for 20,000 iterations (rather than epochs) with the 
Adam optimizer with a learning rate of 1 × 10−4. The validation error was evaluated 
every epoch and the best network was selected based on this value. The initial 
choice of randomly sampling 32 patches in the pocket was made for three reasons: 
(1) each patch covers a 12 Å radius and, thus, 32 patches are likely to cover the 
surface from the entire pocket; (2) the number is low enough so that all ligand 
types are in contact with at least these many patch centers and (3) due to memory 
restrictions, since a larger number of patches exceeds our graphics processing unit 
(GPU) memory capabilities. To obtain more stable predictions, each pocket was 
sampled 100 times and the resulting 100 predictions were averaged to obtain the 
final prediction.

Visualization of relevant patches for NADP/NAD discrimination. For the 
discrimination in Supplementary Fig. 2, see Supplementary Note 2.

Comparisons to SiteEngine, ProBIS and KRIPO. See Supplementary Note 3.

MaSIF-site: protein interaction site prediction. Datasets. PPI pairs were taken 
from the PRISM list of nonredundant proteins, the ZDock benchmark, PDBBind 
and SabDab56–59. Sequence splits were performed using CD-HIT60 and structural 
splits were performed using TM-align61. Details on the sequence and structural 
split are described in Supplementary Note 4.
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Definition of interface points in a protein surface. We defined the ground truth 
interface as the region of the surface that becomes inaccessible to solvent molecules 
on complex formation. This was done by computing the surfaces of the complexes 
and the unbound partners. Surface regions in the individual partners that have 
no corresponding surface in the bound complex were then defined as the ground 
truth interface. Surface regions that become solvent inaccessible on complex 
formation were defined as the ground truth interface.

Neural network, cost function and training optimization. A neural network 
with three convolutional layers was used for this application. A diagram of the 
architecture is shown in Supplementary Fig. 10. The network received as input a 
full protein decomposed into overlapping surface patches with a radius of 9.0 Å. 
The smaller patch radius was selected because it reduced memory requirements, 
thus allowing more convolutional layers. The patches are mapped onto learned 
grids with three radial bins and four angular bins. The output of the network is 
an interface score between 0 and 1 for each patch center point. During training, 
the batch size consisted of a single protein, and the network was optimized using 
an Adam optimizer62 on a sigmoid cross-entropy loss function. As the number of 
noninterface points is usually much larger than the number of interface points, a 
random subset of noninterface points was selected to train on an equal number 
of positive and negative samples. Training of the neural network was performed 
during 40 ‘wall-clock’ hours, after which the job was automatically killed. These 
40 h allowed for 43 epochs, whereas in each epoch all proteins in the training set 
were fed to the network. The best model was saved whenever the validation set’s 
ROC AUC improved over that of a previous model. The last saved model occurred 
at epoch 42, which indicates that the neural network could have continued learning 
beyond the 40 allotted hours.

Comparisons to PSIVER and SPPIDER. See Supplementary Note 5.

MaSIF-search: prediction of PPIs based on surface fingerprints. Datasets. Details 
on the dataset and split are presented in Supplementary Note 6.

Selection of interacting and noninteracting patches. For each PPI, all pairs of 
surface patch centers belonging to distinct proteins and within 1.0 Å of each 
other were considered further. A radial shape complementarity score was 
computed for the pair as follows: (1) the shape complementarity of each point 
in the patch to the neighboring patch was computed; (2) points within 12 Å of 
the center were divided into ten concentric radial bins, in increments of 1.2 Å; 
the shape complementarity of the bin was computed as the 25th percentile of 
the points in the bin and (3) the radial shape complementarity S of the patch 
was computed as the median across all bins. The neural network for Fig. 5 
was computed with interacting patches with a value of S > 0.5, while different 
ranges of S (−1 < S < 0.1 for very low complementarity, 0.1 < S < 0.3 for low 
complementarity and 0.3 < S < 1.0 for high complementarity) were also used 
to train and test (Supplementary Fig. 5). Noninteracting pairs were selected by 
pairing a truly interacting patch with a randomly chosen one from any other 
protein in the set.

Neural network architecture, cost function and training optimization. The MaSIF-
search neural network receives the features of one patch (which may be inverted 
for the binding partner) as input and then outputs a vectorized descriptor. The 
architecture for this network is shown in Supplementary Fig. 11. During training 
and testing, a binder, a target and a random patch are input into the network, 
such that the binder and target are known interacting pairs and the target and 
random are assumed to be noninteracting. The features for the target are inverted 
(multiplied by −1), with the exception of the hydropathy index. A total of 85,652 
true interacting pairs and 85,652 noninteracting pairs were chosen for training/
validation, while 12,678 true interacting and 12,678 noninteracting pairs were 
chosen for testing. The network was trained to minimize the Euclidean distance 
between the fingerprint descriptors of binder and target, and maximize the 
distance between the descriptors of target and random. Each patch was input to 
a network and mapped to a learned soft grid with 16 angular and five radial bins. 
Each feature type (two geometric and three chemical features) was ran through a 
separate neural network channel, where the learned soft grid layer was followed 
by a convolutional layer with 80 filters, an angular max pooling layer with 16 
rotations20 and a rectified linear unit. A fully connected layer then combined 
the output from each channel, and output an 80-dimensional fingerprint. The 
optimization process during training, using an Adam optimizer62, consists of 
minimizing the d-prime cost function63:

f ðxÞ ¼ σt þ σf þ μt þmaxf0;M � μf g;

where μt and μf are the median distance for true and noninteracting pairs, 
respectively, while σt and σf are the standard deviation for true and false interacting 
pairs. The neural network was trained with batches consisting of eight binder, eight 
target and eight random patches. In each batch the true interacting pairs and the 
random patch were randomly selected. The network was trained for 40 ‘wall-clock’ 
hours, and killed after 40 h, which allowed for 335,000 iterations. The validation 
sets were evaluated after every 1,000 iterations. The best neural network model 

was determined as the one where the ROC AUC on the validation set achieved a 
maximum, which was reached after 260,000 iterations.

Structural alignment and rescoring. A second-stage alignment and scoring 
method generates the complexes based on the identified fingerprints. The top 
decoy patches with the shortest fingerprint descriptor distance to the target 
patch are selected as a shortlist of potential binding partners. Each binder 
patch is then aligned using the RANSAC algorithm implemented in Open3D64 
(Supplementary Fig. 6). Briefly, RANSAC selects three random points from 
the binder patch and uses the computed descriptors to find the closest points 
in the target patch by descriptor distance. Using these three newly found 
correspondences, RANSAC attempts to align the source patch to the target 
patch. RANSAC iterates 2,000 times and selects the transformation with the 
highest number of points within 1.0 Å between binder and target. Following 
RANSAC, an additional algorithm, the iterative closest point algorithm, as 
implemented in Open3D optimizes the alignment. After RANSAC completes, 
the transformation is rescored with a separate neural network. To optimize 
speed, the extracted patches were reduced to 9 Å.

Neural network for scoring aligned patches. To discriminate true alignments we 
trained a separate neural network to score binder patches after the alignment 
step (Supplementary Fig. 6). Once a patch alignment has been made, the nearest 
neighbor on the binder in 3D space to each point in the target is searched, 
establishing correspondences (Supplementary Fig. 6b). Then, the input to the 
neural network is the 3D Euclidean distance, the MaSIF-search fingerprint 
distance and the product of the normals between correspondences. The output 
is a predicted score on the alignments. To train this neural network we generated 
thousands of true and false alignments in the MaSIF-search training set. For each 
target structure we used one true alignment (defined as the true binder aligned 
within 5 Å iRMSD accuracy) and 200 false alignments (either sourced from a 
different protein from the true binder, or from the same protein but with over 5 Å 
iRMSD). iRMSD was defined as the RMSD of the Cα atoms of the binder that 
were less than 10 Å away from any of the Cα atoms of the target. For each point 
in an aligned patch we found its nearest neighbor (in 3D space, after alignment) 
on the target patch; for each pair of (binder, target) points we measured MaSIF-
search fingerprint descriptor distance; the Euclidean distance in 3D space and 
dot products between their normals. The input features to our network were: 1/
(descriptor distance), 1/(Euclidean distance) and the dot product of the normals. 
Each aligned patch was limited to 200 points, if the size of the aligned patch was 
greater than 200 points it was randomly sampled and if it was lower than 200 
points it was zero-padded. Thus, the input to the network is a matrix of size 200,3 
(200 point pairs with three features per pair). The network architecture was as 
follows: series of one-dimensional convolutional layers of dimensionalities 8, 16, 
32, 64, 128, 256 with all these layers having a kernel size and stride of one; this 
was followed by a global average pooling layer and then a series of fully connected 
layers of dimensionality 128, 64, 32, 16, 8, 4, 2; alignments were labeled as positives 
or negatives and a cross-entropy loss was used, the negative class was weighted 
with 1/200. The Adam optimizer was used with a learning rate of 1 × 10-4. From 
the training set, 10% of alignments were used as a validation set, the network was 
trained for 50 epochs with a batch size of 32. The best model was selected based on 
the lowest validation loss.

PPI search docking benchmark. See Supplementary Note 7.

Comparisons to GIF Descriptors, PatchDock11, Zdock and ZRank2. See 
Supplementary Note 8.

PD-L1 benchmark. See Supplementary Note 9.

Precomputation and neural network running times. The precomputing time of 
the PDB files to generate surfaces with features and runtime for MaSIF-search and 
MaSIF-site neural networks is dependent on the protein size, and is thus plotted 
in Supplementary Fig. 12. For example, a 125 amino acid protein is processed 
in 99.4 s accounting CPU, System and GPU times. GPU times were measured 
using ‘wall-clock’ time, since standard UNIX time tools do not account for GPU 
processing time. All times were measured on an Intel(R) Xeon(R) CPU E5-2650 v.2 
at 2.60 GHz, and an NVIDIA Tesla K40 GPU running Red Hat Enterprise Linux 
7.4. PDB files precomputations were performed on CPUs, while neural network 
calculations were performed on GPUs.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
The bound PDBs in the training/testing set and the computed surfaces with 
chemical features are available at Zenodo with https://doi.org/10.5281/
zenodo.2625420. The unbound PDBs in the test set are provided in the github 
repository. All scripts to generate the datasets are available at https://github.com/
lpdi-epfl/masif.
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Code availability
All code was implemented in Python and MATLAB. Neural networks were 
implemented using TensorFlow65. Both the code and scripts to reproduce the 
experiments of this paper are available at https://github.com/lpdi-epfl/masif66. 
The github repository also provides a PyMOL67 plugin for the visualization of 
feature-rich molecular surfaces, used for the figures in this paper. All source code is 
provided under an Apache 2.0 permissive free software license.
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