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Jeong, Mason, Barabási, Oltvai,  Nature 411 (2001) 41 

→ "PPI networks 

     apparently are  

     scale-free…" 

"Are" they scale-free 

or 

"Do they look like" 

scale-free??? 

largest cluster of the yeast proteome (at 2001) 
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Partial Sampling 

Estimated for yeast:    6000 proteins,   30000 interactions 

Y2H covers only 3…9% of the complete interactome! 

Han et al,  Nature Biotech 23 (2005) 839 
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Nature Biotech 23 (2005) 839 

Generate networks of various types, 

sample sparsely from them 

→ degree distribution? 

• Random (ER)  →  P(k) = Poisson 

• Exponential  →  P(k) ~ exp[-k] 

• scale-free   →  P(k) ~ k–γ  

• P(k) = truncated normal distribution 
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Sparsely Sampled ER Network 
resulting P(k) for different coverages linearity between P(k) and power law 

→ for sparse sampling, even an ER networks "looks" scale-free 

     (when only P(k) is considered) 

Han et al,  Nature Biotech 23 (2005) 839 



Bioinformatics 3 – WS 12/13 V 6  –  6 

Anything Goes 

Han et al,  Nature Biotech 23 (2005) 839 
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Compare to Uetz et al. Data 

Sampling density affects observed degree distribution 

→ true underlying network cannot be identified from available data 

Han et al,  Nature Biotech 23 (2005) 839 
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Which Network Type? 

Biochem. Soc. Trans. 31 (2001) 1491 
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Protein Association Network 
Proteins interact (bind) via complementary domains 

→ randomly distribute 2m domains onto n proteins with prob. p 

    → on avg.  λ = 2mp domains per protein 

Central network sub-structure:   

    complete bi-partite graphs 

Typical numbers (yeast):  n = 6000,  m = 1000,  λ = 1…2 
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Human Bipartite Graphs 

Thomas et al., Biochem. Soc. Trans. 31 (2001) 1491 

Parts of the human 

interactome from the 

Pronet database 

(www.myriad-pronet.com) 

http://www.myriad-pronet.com
http://www.myriad-pronet.com
http://www.myriad-pronet.com
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Partial Sampling 
P(k) of the modeled interactome:  n = 6000,  m = 1000,  λ = 1, 2 

all nodes and vertices 450 proteins with avg 5 neighbors 

Thomas et al., Biochem. Soc. Trans. 31 (2001) 1491 

power law 
Ito 

Uetz 

simulated 

Sparsely sampled protein-domain-interaction network fits very well 

→ is this the correct mechanism? 

γ ≈ 2.2 
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Network Growth Mechanisms 
Given:   an observed PPI network → how did it grow (evolve)? 

Look at network motifs (local connectivity): 

compare motif distributions from various network prototypes to fly network 

Idea:  each growth mechanism leads to a typical motif distribution, 

          even if global measures are equal 

PNAS 102 (2005) 3192 
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The Fly Network 
Y2H PPI network for D. melanogaster from Giot et al. [Science 302 (2003) 1727] 

Confidence score [0, 1] for 

every observed interaction 

→ use only data with  

     p > 0.65 (0.5) 

→ remove self-interactions 

     and isolated nodes 

High confidence network 

with 3359 (4625) nodes 

and 2795 (4683) edges 

Use prototype networks 

of same size for training 

percolation events for p > 0.65 

Middendorf et al, PNAS 102 (2005) 3192 
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Network Motives 
All non-isomorphic subgraphs that can be generated with a walk of length 8 

Middendorf et al, PNAS 102 (2005) 3192 
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Growth Mechanisms 

Generate 1000 networks, each, of the following seven types 

(Same size as fly network, undefined parameters were scanned) 

DMC  Duplication-mutation, preserving complementarity 

DMR Duplication with random mutations 

RDS  Random static networks 

RDG Random growing network 

LPA  Linear preferential attachment network 

AGV Aging vertices network 

SMW Small world network 
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Growth Type 1:  DMC 
"Duplication – mutation with preserved complementarity" 

Evolutionary idea:  gene duplication, followed by a partial loss of 

     function of one of the copies, making the other copy essential 

Algorithm: 

• duplicate existing node with all interactions 

• for all neighbors: delete with probability qdel 

  either link from original node or from copy 

Start from two connected nodes, 

repeat N - 2 times: 
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Growth Type 2:  DMR 
"Duplication with random mutations" 

Gene duplication, but no correlation between original and copy 

(original unaffected by copy) 

Algorithm: 

• duplicate existing node with all interactions 

• for all neighbors: delete with probability qdel 

  link from copy 

Start from five-vertex cycle, 

repeat N - 5 times: 

• add new links to non-neighbors with  

  probability qnew/n 
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Growth Types 3–5: RDS, RDG, and LPA 
RDS = static random network 

Start from N nodes, add L links randomly 

LPA = linear preferential attachment 

Add new nodes similar to Barabási-Albert algorithm,  

but with preference according to (ki + α),  α = 0…5 

(BA for α = 0) 

For larger α: preference only for larger hubs, no difference for lower ki 

RDG = growing random network 

Start from small random network, add nodes,  

then edges between all existing nodes 
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Growth Types 6-7:  AGV and SMW 

AGV = aging vertices network 

Like growing random network,  

but preference decreases with age of the node 

→ citation network:  more recent publications are cited more likely 

SMW = small world networks (Watts, Strogatz,  Nature 363 (1998) 202) 

Randomly rewire regular ring lattice 



Bioinformatics 3 – WS 12/13 V 6  –  20 

Alternating Decision Tree Classifier 
Trained with the motif counts from 1000 networks of each of the seven types 

→ prototypes are well separated and reliably classified 

Prediction accuracy for networks 

similar to fly network with p = 0.5: 

Part of a trained ADT  

Middendorf et al, PNAS 102 (2005) 3192 
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Are They Different? 

Example DMR vs. RDG:  Similar global parameters,  

                                         but different counts of the network motifs 

Middendorf et al, PNAS 102 (2005) 3192 
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How Did the Fly Evolve? 

→ Best overlap with DMC (Duplication-mutation, preserved complementarity) 

→ Scale-free or random networks are very unlikely 

→ what about protein-domain-interaction network of  Thomas et al? 

Middendorf et al, PNAS 102 (2005) 3192 
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Motif Count Frequencies 

rank score:  fraction of test networks 

with a higher count than Drosophila 

(50%  =  same count as fly on avg.) 

Middendorf et al, PNAS 102 (2005) 3192 
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Experimental Errors? 
Randomly replace edges in fly network and classify again: 

→ Classification unchanged for ≤ 30% incorrect edges 
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Suggested Reading 

Molecular BioSystems 5 (2009)1482 
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Summary 
What you learned today: 

Next lecture: 

• Functional annotation of proteins 

• Gene regulation networks:  how causality spreads 

Sampling matters! 

→ "Scale-free" P(k) by sparse sampling from many network types 

Test different hypotheses for 

• global features    

     → depends on unknown parameters and sampling 

          → no clear statement possible 

• local features (motifs) 

     → are better preserved 

          → DMC best among tested prototypes 


