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Turn, Turn, Turn… 

From Lichtenberg et al, 
Science 307 (2005) 724: 

→ certain proteins only 
occur during well-defined 
phases in the cell cycle 

→ how is protein 
expression regulated? 
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External Triggers 
Re-routing of metabolic fluxes during the diauxic shift in S. cerevisiae 
→ changes in protein abundances (measured via mRNA levels) 

anaerobic fermentation: 
fast growth on glucose → ethanol 

aerobic respiration: 
ethanol as carbon source 

DeRisi et al., Science 278 (1997) 680 

Diauxic shift 
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Diauxic shift affects hundreds of genes 
Cy3/Cy5 labels, comparison of 2 probes  
at 9.5 hours distance; w and w/o glucose 
Red: genes induced by diauxic shift (710 genes 2-fold) 
Green: genes repressed by diauxic shift (1030 genes 2-fold 

DeRisi et al., Science 278 (1997) 680 

Optical density (OD) 
illustrates cell growth; 
 

http://www.sciencemag.org/content/278/5338/680/F2.large.jpg
http://www.sciencemag.org/content/278/5338/680/F1.large.jpg
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Flux Re-Routing 
during diauxic shift: 

expression increases 

expression unchanged 

expression diminishes 

DeRisi et al., Science 278 (1997) 680 

fold change 

metabolic flux 
increases 

→ how are these  
     changes coordinated? 
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Gene Expression 
Sequence of processes:   from DNA to functional proteins 

DNA mRNA mRNA 

inactive 
mRNA 

protein 

inactive 
protein 

transcription 

RNA processing: 
capping, splicing 

transport 

translation 

post-
translational 
modifications 

degradation 

nucleus cytosol 

→ regulation at every step!!! 

most prominent:  
activation or repression of the transcription initiation 

transcribed 
RNA 
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Transcription Initiation 
In eukaryotes: 

• several general transcription factors  
  have to bind 

• specific enhancers or repressors  
  may bind 

• then the RNA polymerase binds 

• and starts transcription 

Alberts et al.  
"Molekularbiologie der Zelle", 4. Aufl. 
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Layers upon Layers 

Biological regulation 
via proteins and metabolites 

Projected regulatory network 

Remember:  
genes do not interact directly 

<=> 

<=> 
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Conventions for GRN Graphs 

Gene regulation networks have  "cause and action" 
→ directed networks 

A gene can enhance or suppress the expression of another gene 
→ two types of arrows 

activation 

self- 
repression repression 

Nodes:  genes that code for proteins which catalyze products … 
→ everything projected onto respective gene 
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Quorum sensing in bacteria 
Quorum sensing is a system of stimulus and response correlated to 
population density.  
 
Many species of bacteria use quorum sensing to coordinate gene expression 
according to the density of their local population. 
 
They release so-called autoinducer molecules (e.g. homo-serine lactone or 
HSL) to their environment. These may be taken up by other bacteria nearby.  
In this way, the autoinducer concentration reflects the population density. 
 
Bacteria use quorum sensing to coordinate certain behaviors such as  
- biofilm formation,  
- virulence, and  
- antibiotic resistance,  
based on the local density of the bacterial population. 

www.wikipedia.org 
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Quorum Sensing in P. aeruginosa 

Schaadt et al. BMC Systems Biol. (2013) 

In P. aeruginosa, the QS 
network consists of 3 systems 
termed las, rhl, and pqs that 
are organized hierarchically. 
 
Selectively targeting the QS 
machinery by signaling 
molecule inhibitors may avoid 
development of resistance 
mutations. 

Aim: develop simple  
computational model 
that can account for 
effects of small-molecule 
inhibitors and resistance  
mutations. 
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QS network as a generalized Boolean topology 

black edge = threshold is 1 
 
blue edge = state of underlined node must 
be  2;  
 
orange edge = state of underlined node 
must be  3;  
 
thin green edge = state of underlined node 
must be  4;  
numbers denote possible states for a node; 
 
dotted arrows :  transport processes 
 
thick red edge : happens after a certain 
number of time steps (degradation).  
 
dashed grey arrows : reaction that occurs 
by chance with a certain probability.  

Nodes named C represent a complex 
between autoinducer and receptor,  
C:G is the complex bound to an operon. 
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Reactions in the QS systems 
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Network propagation 
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Sample trajectory 
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Simulation start 
Based on the complexes using 
minimal initial conditions.  
 
Red:  first complex of AI–1 and LasR  
 
Blue: second complex of AI–2 and 
RhlR. 
 
Orange: complex C3 of the pqs 
system between PQS and PqsR 
 
Green: complex C5 between HHQ 
and PqsR.  
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Effect of the PQS production rate 
Study effect of PQS production rate 
on the average levels of autoinducers 
HHQ, PQS, and pyocyanin. 
 
Conversion frequency: probability per  
Iteration step that PQS is produced  
by PqsH. 
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Calculated PQS and pyocyanin levels 
for wild type and knock–out mutants 

Study effect of PqsBCD 
inhibitors and PqsR 
antagonists on the average 
external levels of autoinducers 
HHQ, PQS. 
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      Summary Results 

• rule–based simulations fulfill the behavior expected from literature 
considering the external level of autoinducers.  

• In the presence of PqsBCD inhibitors, the external HHQ and PQS levels are 
indeed clearly reduced. The magnitude of this effect strongly depends on 
the inhibition level.  

•  It seems that the pyocyanin pathway is incomplete. 

Conclusions 

• To match experimental observations we suggest a modified network 
topology in which PqsE and PqsR act as receptors and an autoinducer as 
ligand that up–regulate pyocyanin in a concerted manner. 

• While the PQS biosynthesis is more appropriate as target to inhibit the HHQ 
and PQS formation, blocking the receptor PqsR that regulates the 
biosynthesis reduces the pyocyanin level stronger. 
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E. coli Regulatory Network 

BMC Bioinformatics 5 (2004) 199 
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Hierarchies 

Network from standard 
layout algorithm 

Network with all regulatory 
edges pointing downwards 

→ 

→ a few global regulators (•) control all the details 

Largest WCC:  325 operons  
(3/4 of the complete network) 
WCC = weakly connected component (ignore 
directions of regulation) 

Ma et al., BMC Bioinformatics 5 (2004) 199 

Lowest level: operons that code for TFs with only auto-
regulation, or no TFs 
Next layer: delete nodes of lower layer, identify TFs that do 
not regulate other operons in this layer (only lower layers) 
Continue … 
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Global Regulators in E. coli 

Ma et al., BMC Bioinformatics 5 (2004) 199 
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Modules 

Remove top 3 layers and determine WCCs 
→ just a few modules 

Ma et al., BMC Bioinformatics 5 (2004) 199 
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Putting it back together 

Ma et al., BMC Bioinformatics 5 (2004) 199 

The 10 global 
regulators are at the 
core of the network, 

some hierarchies 
exist between the 
modules 
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Modules have specific functions 

Ma et al., BMC Bioinformatics 5 (2004) 199 
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Summary 

• Static PPI networks:   
 → topology, measures, data sources, … 

• Changes during cell cycle, adaptation to environmental changes, … 
 → Gene Regulation 
  → many biological steps 
  → often modeled on the gene level only 

Next lecture: 

• Regulatory motifs 
  → static and dynamic behavior 


