
In today‘s lecture, we will discuss the meaning of the term „confounding effect“, 
how these can be detected, and how these can be avoided by choosing an 
appropriate study design.
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A confounding variable is closely related to both the independent and dependent 
variables in a study. 

An independent variable represents the suppose cause, while the dependent 
variable is the supposed effect. 

A confounding variable is a third variable that influences both the independent 
and dependent variables.
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This is just an example … 
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Suppose a case-control study attempts to find the cause of a given disease 
in a person who is 1) 45 years old, 2) African-American, 3) from Alaska, 4) 
an avid football player, 5) vegetarian, and 6) working in education. A 
theoretically perfect control would be a person who, in addition to not 
having the disease being investigated, matches all these six characteristics 
and also has no other diseases that the patient also does not have. Finding 
such a control would be an enormous task.
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Wikipedia explains: In statistics, stratified sampling is a method of sampling 
from a population which can be partitioned into subpopulations. 
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In a double-blind study (dt. Blindstudie), participants and experimenters 
do not know who is receiving a particular treatment.

“Double” specifies that both the participants AND the staff conducting the 
study (e.g. medical doctors) do not know to which group the participants 
belong.
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https://www.medicinenet.com/script/main/art.asp?articlekey=39532:

Randomized controlled trial: (RCT) A study in which people are allocated at 
random (by chance alone) to receive one of several clinical interventions. One of 
these interventions is the standard of comparison or control. The control may be a 
standard practice, a placebo ("sugar pill"), or no intervention at all. Someone who 
takes part in a randomized controlled trial (RCT) is called a participant or 
subject. RCTs seek to measure and compare the outcomes after the participants 
receive the interventions. Because the outcomes are measured, RCTs are 
quantitative studies.

In sum, RCTs are quantitative, comparative, controlled experiments in which 
investigators study two or more interventions in a series of individuals who 
receive them in random order. The RCT is one of the simplest and most powerful 
tools in clinical research.
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https://asq.org/quality-resources/stratification

Stratification is defined as the act of sorting data, people, and objects into distinct 
groups or layers. It is a technique used in combination with other data analysis 
tools. When data from a variety of sources or categories have been lumped 
together, the meaning of the data can be difficult to see. This data collection and 
analysis technique separates the data so that patterns can be seen.

Here are examples of different sources that might require data to be 
stratified:

Equipment, Shifts, Departments, Materials, Suppliers, Day of the week, 
Time of day, Products

STRATIFICATION PROCEDURE

- Before collecting data, consider which information about the sources of 
the data might have an effect on the results. Set up the data collection so 
that you collect that information as well.

- When plotting or graphing the collected data on a scatter diagram, control 
chart, histogram, or other analysis tool, use different marks or colors to 
distinguish data from various sources. Data that are distinguished in this 
way are said to be "stratified."

- Analyze the subsets of stratified data separately.
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Now, we will look back at the example that we discusses in the first 2 lectures, 
the collection of bacterial Staphylococcus aureus samples in three African 
countries and in three German university hospitals.
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This is an overview to which clonal complexes the samples belong.
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This slide summarizes the results of the hybridization against the DNA 
microarray.

The columns denote what fraction of the African or German samples belonging to
a particular clonal complex (third row) contain certain genes. 

Red: practically all samples hybridize against this probe.

Dark Green:  0% show positive hybridization, 

Light green : 1-2% show positive hybridization,

Yellow and orange: increasing fractions show positive hybridization.
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This slide shows a principal component analysis of the microarray hybridization
results (data in table on previous slide).

Circled clusters often contain only members of one clonal complex.
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This is something I did not mention in the lectures #1 and #2: the age distribution
between African and German samples is quite different.

We were worried whether this would affect the outcomes of our study that
focused on the analysis of bacterial samples, not on the human carriers.

Are elderly people preferably colonized by different bacterial strains than young
people?

In principle, one could expect that the total numbers of samples in Africa vs. 
Germany would be biased by the higher life expectation in Germany than in 
Africa.

However, the fraction of commensal samples from elderly people is quite low in 
both continents (1 vs. 5).

In contrast, the ratios are very different for the clinical samples.

Africa had many clinical cases for infants and small children reflecting the
problematic health situation in Africa.

Many African clinical cases were apparently due to traffic accidents, after which
the victims had to be taken to far away hospitals, which could take days. 

Germany had many clinical cases for elderly people reflecting their higher
susceptibility toward infections.
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We will test whether age is a confounding variable by performing different types
of linear regression analysis.

As a reminder, linear regression yields an optimal fit of a line y = a + b . x to the
data.
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We will compare the results of a linear fit to a multiple linear regression model
against several variables.
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Obviously, the two different fit approaches will not give „the same“ result.

What degree of difference should be considered as an „alarm“ sign of a possible
confounding effect?

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6447501/

states „A statistical approach to covariate selection … is what is sometimes 
called the “change-in-estimate” approach. In this approach covariate 
selection decisions are made based upon whether inclusion of a covariate 
changes the estimate of the causal effect for the exposure by more than 
some threshold, often 10%.”
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We performed this test for two genes lukS.PV and sdrC..total that showed very
imbalanced frequencies.

Our reasoning was that if we could not find an age effect here, then we could
argue that the age imbalance did not significantly affect the results we reported.
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The table shows a small piece of the used data. In total, it contains 1200 rows.

Our first regression model relates the value of the lukS.PV column (0 or 1) to the
values of the Africa_value column (0 or 1) and the clin_com_value (0 or 1).
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The standard error of the regression (S), also known as the standard error of the 
estimate, represents the average distance that the observed values fall from the 
regression line. 

Although the model is very simplistic, the std. error is quite small.
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This is the same fit when we added age as a third variable.

Actually, we did not use the actual age of the cases, but grouped the cases into the
5 age categories listed on slide 13:  below 1 year, 1 to 5 years, 6 - 25 years, 26 
– 65 years, above 66 years

The categories were encoded as 0 to 4 or 1 to 5.
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The addition of an age variable had a very small effect on the linear regression of
lukS.PV status.
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Also for sdrC, the age category got a small weight and the probability (p-value) 
of a random-effect is actually quite high.

In this case, the weight of the Africa_value changed by almost 10%. We still 
considered this close enough to the simpler fit without age category.
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We are smart 

In our manuscript, we first acknowledge openly that age may be confounding
factor.

Then, we state that a multiple linear regression model did not provide evidence
FOR it. But we also did not exclude that such an effect may exist.

The reviewers of our study were satisfied.
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This is additional data and analysis that we did not report in our study.

We also tested whether the reported findings were affected in a possible
imbalance in the occurrence of diabetes and HIV. 

One convenient way to test this is Fisher‘s exact test.
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Very sadly, Africa is strongly affected by HIV infections. This is also reflected in 
the study cohort.

In the German cohort, there was no HIV case included. This may either be co-
incidence or result from better monitoring of the population and exclusion of HIV 
infected cases.

25



The same Fisher‘s test was applied.

Indeed, the very small p-value is evidence that the HIV status differs significantly
in African and German cases.
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https://www.aerzteblatt.de/int/archive/article/175344/The-prevalence-and-
incidence-of-diabetes-in-Germany-an-analysis-of-statutory-health-insurance-
data-on-65-million-individuals-from-the-years-2009-and-2010

reports that the incidence of diabetes in Germany is roughly 10% of the
population.

In Africa, the prevalence is estimated as about 4% of the population, see
https://idf.org/our-network/regions-members/africa/welcome.html

So this difference would not explain the large imbalance observed in the
confusion matrix.

The proper answer is provided by the prevalence in different age groups, see right
table.

There is a steep rise from 1.6% for men between 40-49 years old to 26.3% for
men between 80-89 years old.

Hence, the observed age imbalance strongly affects the prevelance of diabetes in 
African vs. German cases.
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As shown before, there exists strong and statistically significant imbalances of
HIV and diabetes in the study cohort.

But does this also affect the findings reported by us?

Our focus was not placed on the individuals and their infection status, but on the
bacterial strains colonizing or infecting them.

Hence, we repeated the same analysis shown before for the major subpopulations
of clonal complexes.

Now it turns out that the imbalances were mostly statistically insignificant.

Because we performed multiple tests, we had to apply an FDR correction.
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Colored red are those scenarios with FDR-corrected p-value less or equal to the
significance threshold of 0.05.
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We did not even mention the outcome of these checks in the manuscript because
we believe that the reported results are not effected by the HIV/diabetes status of
the individuals. 
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