
In lecture 3, we will deal with data on protein expression levels. Nowadays, 
these data are typically determined by mass spectrometry.

First, we will review some basics about the mass spectrometry methods.

Then, we will turn at bioinformatics tasks in processing MS data.

Phosphorylation is a very important post-translational modification. MS is the
ideal method to dectect site-specific phosphorylation.

Finally, we will turn to a collaboration project between our group and that of
Prof. Richard Zimmermann from the medical department in Homburg.
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The application of mass spectrometry to study proteins became popular in the 
1980s after the development of the MALDI and ESI techniques.

ESI stands for electrospray ionization, MALDI for matrix-assisted laser 
desorption/ionization.

They are the two primary methods used for the ionization of protein in mass 
spectrometry.

John B. Fenn and Koichi Tanaka made crucial contributions to the
development of ESI and MALDI, respectively, and received the Noble prize
for this.

The first stage of a proteomics experiment does not involve a mass
spectrometer yet. First one needs to isolate the proteins of interest from the
biological sample.
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The second stage consists of digesting the purified proteins with a suitable
enzyme.

As listed in table 1, the enzyme trypsin cleaves peptide chains at the positively
charged amino acids lysine or arginine.

This typically generates short peptide fragments of around 8 amino acids in 
length.
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The third stage typically consists of a chromatography step and the generation
of the ionized fragments.
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These are notes on the principles of ESI and MALDI.
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The mass spectrometer detects mass over charge ratios (m/z).

Panel (4) shows 2 high peaks surrounded by many small peaks.

In this example, a smaller peak marked by an arrow and labeled 516.27 (2+) is
selected.

516.27 stands for its mass in Dalton units. (Remember, a Dalton is defined as 
1/12 of the mass of an unbound neutral atom of carbon-12).

2+ is the charge of this peptide fragment in electron charges.

The molecules collected under this peak are sent into the mass spectrometer
again („tandem mass spectrometer“).

Panel (5) shows the fragments detected for the peptide LLEAAAQSTK.

One can detect many fragments at different m/z values. 

Assuming that all carry the same net charge, one can associate the distances
between the peaks to the mass differences between peptide fragments of
different length.

As shown here, one can identify fragments matching the peptide sequence.
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The mass of a peptide fragment can simply be computed by summing up the
masses of its building blocks, the amino acids.

By matching the identified peptide fragments to protein sequences in a 
database, one can identify the protein that was originally purified from the
sample.
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These are notes from a mass spectrometry service facility at the University of
Virginia.
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Identifying matching peptides derived from the protein lysozyme in the protein
sequence database.
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Identifying matching peptides in the protein sequence database.

In higher organisms, the sequence of cytochrome c is usually 104 amino acids
long.

Two peptides of 15 AA and 24 AA in length were sufficient to identify protein
and species. 

Apparently, this technique did not use trypsin digestion but CNbr which
produces fragments of average length 38 AA.

Then, one needs of course fewer peptides.
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No comments.
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This study has been cited more than 1200 times.

The authors monitored phosphorylation of proteins during the cell cylce of
HeLa cells.

They found that about 70% of all human proteins get phosphorylated, on 
average in 3-4 different sites.

Note that phosphorylation often determines the activity of the protein.

The dynamics of protein levels and phosphorylation levels was determined
with the SILAC method.
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In the SILAC method, cells are first grown in a normal medium, which is then
supplemented by heavy isotope-versions of essential amino acids.

Essential amino acids are those that the cells cannot make themselves and need
to uptake from the medium.

After exchanging the medium, the cells continue to synthesize proteins, now
using the heavier versions of the amino acid building blocks.

Thus, the sample will then contain „light“ copies of each protein (labeled L) 
that pre-existed when the medium was exchanged and new „heavy“ copies
(labeled H).
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Shown is the time-evolution of the concentration of „light“ and „heavy“ 
peptides.

The upper row shows a high-turnover peptide from the Rrm2 protein.

Between time points 1.5 hours (left) and 4.5 hours (middle), the number of L 
copies has decreased from over 100 to about 70 and the number of H copies
from 40 to over 100.

The increase of H reflects the synthesis of new proteins. The decay in L 
reflects the exponential decay of the pre-existing copies with a characteristic
(fast) half-time.

After 13.5 hours, the number of H copies has remained the same as after 4.5 
hours, showing that synthesis and decay are now balanced.

The bottom row shows the same process for a low-turnover peptide that grows
slower (H form) and also decays much slower (L form).
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The authors applied 2 molecules that cause cell cycle arrest at different stages, 
thymidine and nocodazole.

Thymidine blocks entry into S phase. Nocodazole arrests cell during mitosis.

In this way, all cells can by synchronized at one stage of the cell cycle.

By washing steps, one can wash out the molecules and restart cell cycle.

In the figure, this is marked as „release“ = cells are released from arrest.

To save costs, the authors always mixed 3 cell populations that are marked
here by ellipsoids and that were grown with different SILAC-labels.

All experiments contain the „async“ sample – this can then be used to
normalize the protein levels from different experiments.
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The 3 panels show 3 experiments for a short peptide ENELSAGLSK derived
from the cell cycle marker protein Geminin.

As explained before, each panel contains data from 2 opposite cell cycle stages
and from the „async“ mixture.

„Async“ is always placed in the middle of the x-axis – meaning that it was 
always labeled with the medium SILAC label.

Peaks on the right have heavier masses and were labeled by heavy SILAC 
label.

Each spectrum contains a set of peaks („fingerprint“) that are characteristic for
this peptide.

By combining the data from different panels, and normalizing the data, one
obtains the expression profile of this peptide during the cell cycle shown in the
inset of the top left panel.
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The figure shows the levels of 2 phosphopeptides belong to the CDK1 kinase
during the cell cycle.

Phosphorylation of Thr161 increases during the cell cycle, that of Thr14 and
Tyr15 sharply decreases in mitosis.
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Dealing with missing values is a major task when processing data from mass
spectrometry.

On slide 8, we have listed possible reasons why certain peptides are not 
detected at all.

But this does not explain why they can be detected in one sample, but not in 
another one.

We will not go deeper into this here. It is sufficient for you to realize the
enormous importance of this point.
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KNN stands for k nearest neighbors.

The idea follows the often used principle „guilt by association“.

If k other genes show a very similar expression profile to gene1 under all (or
many) other conditions, then it makes sense to impute the missing expression
level of gene1 based on the values of the other genes in condition i.

The formula shows that a weighted schema is used, where the weights
represent the similarity of expression to gene1.

Obviously, we can apply this algorithm unchanged to protein levels instead of
mRNA levels.
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SVD can only be performed on complete matrices.

Therefore, a second matrix G‘ is constructed where all missing values are
replaced by row averages.

SVD yields all eigenvectors. Those with largest eigenvalues are termed
eigengenes.

Then, we compute for each gene (here: protein) the coefficients of a linear 
combination of the leading eigengenes.

For this, we can only use the known data points.

The missing data point is then computed with the same linear combination.

With these imputed data points, we can compute new row averages, and redo
the SVD of G‘. 
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The local least squares method for data imputation combines elements from
the kNNimpute and SVDimpute methods.

Again, one uses information of genes with similar expression (identified
either by L2 norm or Pearson correlation).
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Matrix A contains the expression profiles of the k nearest genes.

Vector b contains their expression values at the missing position i.

Vector w contains the expression values of gene1 except the missing position i.

One finds a vector x (stands for a linear combination of the other genes) so that
A^{T}x is as close as possible to w.

Explanation: x projects the expression values of the other genes onto the
expression of gene1.

Then one can also use this vector x to project the data points for the other
genes in i onto gene1. This is done in the last formula here.
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The experiment of Spellman et al. is described in a classic paper
(https://www.ncbi.nlm.nih.gov/pubmed/9843569). The authors used
microarrays to identify periodically cycling genes along the cell cycle of yeast.

Shown on the x-axis is the number of neighboring genes used.

For kNN, there is an optimal number of maybe 10 genes, then the deviation
from the correct data points increases again.

LLSimpute shows about twice as good results as kNN (RMSE is less than half) 
and converges for arbitrarily many genes used.
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This is an example from our own work on proteomic data.

The group of Prof. Richard Zimmermann from Homburg has studied the Sec61 
complex since more than 30 years.

The Sec61 has an important role for protein synthesis.

There exist two sorts of ribosomes, cytosolic ribosomes and ribosomes that
bind to the membrane of the endoplasmic reticulum.

Cytosolic ribosomes synthesize cytosolic proteins. We will not consider this
here.

ER bound ribosomes synthesize membrane proteins and proteins that will be
excreted by the cell via exocytosis.

Once the nascent peptide chain leaves the ribosome tunnel, it enters the pore of
the Sec61 complex and is either released into the membrane or translocated
inside the ER.

However, some proteins cannot translocate by themselves, they require the
activity of accessory membrane proteins.
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Shown on the top right are several signal sequences.

They typically contain an N-terminal „n“ region with several positvely
charged amino acids, a hydrophobic „h“ region, and a polar C-terminal „c“ 
region.

One of the discoverers of signal sequences, Günter Blobel, received the Nobel 
prize for this.
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The signal peptide inserts into the Sec61 complex and then somehow turns
around.

The Sec61 complex opens a lateral gate (bottom figure, X-ray structure), the
SP

is cleaved by the ER-enzyme signal peptidase, and partitions into the
membrane.
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Stefan Pfeffer and Friedrich Förster (MPI Martinsried) were able to detect the
structure of ribosomes bound to the Sec61complex by CryoEM.

They could also annotate electron density to the enzyme oligo saccharyl
transferase that adds sugar units to the translocated proteins

and to subunits of the TRAP complex. 
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This is the experimental strategy to identify which proteins require Sec61 and
accessory proteins for translocation.

The main strategy is to knock-down synthesis of new Sec61 or new accessory
proteins by siRNA.

Then, MS is used to identify proteins in the cell lysate (middle lane).

Our task was to identify differentially abundant proteins between samples of
two types (i.e. with and without siRNA silencing).
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This slide shows that Sec61alpha levels (left) and TRAPbeta subunit levels
(right) were silenced to a few percent. This confirms that silencing worked
well.

Although silencing was carried out over 4 days, some residual Sec61alpha or
TRAPbeta protein was still left.

This is actually quite good and avoids that the cells may die.

The lower lines show the protein levels of beta-actin. This is a cytoskeletal
protein, which should always be there at similar levels.
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For each sample, 3 replicate experiments were performed.

The control sample is a sample treated with an siRNA that does not target
Sec61 and presumably no other gene.

Then, there are 2 samples from silencing experiments where two different 
siRNA molecules were used.
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In the MS experiments, between 6800 – 8000 proteins were detected. These 
are typical numbers for such experiments. 

We omitted 3 classes of proteins from this dataset:

„red“ cases are proteins that are not found in the other experiments

„yellow“ cases are proteins classified as contaminants by the MaxQuant
software

„green“ cases are proteins that were not detected in any of the 3 control
replicates.

This means we considered 5129 proteins for the Sec61 silencing experiment
and 5911 proteins for the Trap silencing experiment.
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As explained on the previous slide, we omitted cases which did not have any
non-zero abundance measurement for the control samples.

However, we kept cases that have zero abundance in all silencing experiments.

In that case, we applied the standard strategy used by the Perseus software
(https://www.nature.com/articles/nmeth.3901) from the MPI in Martinsried.
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If one valid data point is available, we felt that the additional imputed data
points should be generated in the vicinity of this data point and not at the
bottom of the distribution.
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Shown are the log2-transformed data points for the beta-unit of TRAP.

The task was how to homogenize the data from 3 independent experiments.

Typically, one applies quantile normalization on the full data set of all genes 
(proteins).

However, this did not work here. When clustering the data after normalization, 
data that should belong to each other was not clustered together.

Therefore, we used quantile normalization for the data points of each single
protein.

As will be shown later, this worked quite well.
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No comments.
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The available experimental data was quite difficult to handle. 

We only had very few experimental data points.  Also, a considerable portion
of the data points were imputed. Furthermore, the trends found in the two
silencing experiments were not always consistent.

Thus, we were quite strict in the statistical analysis.

We kept only those proteins that are significantly deregulated when comparing
the first silencing siRNA against control AND when comparing the second
silencing siRNA in the SAME DIRECTION.

In this way, we may have omitted some actual Sec61 or Trap clients, but we
wanted to be rather conservative.
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One reviewer of our manuscript challenged us to check how strongly data
imputation affected the obtained results.
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Therefore, we did a test on proteins having a full data set with nine out of nine
abundance values and randomly removed 10% of all their data points with low
values.
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The test showed that the results obtained for the imputed data were strongly
correlated with the results for the complete data.

Of course, imputing data still introduced some artefacts in the analysis.

But this check shows that the magnitude of those artefacts appears tolerable. 

39



The left panel shows which proteins are downregulated if the alpha-subunit of
Sec61 is silenced.

Of course, the subunits of Sec61 itself are downregulated as expected.

On the other hand, the cell upregulates the 2 subunits of the SRP receptor
(SRPRB and SRPRA) that usually guide nascent peptide chains from the
ribosome to the translocon because the cell senses that something is wrong
with protein translocation. So this is a rescue mechanism. In fact, the cell
actually upregulates a number of other proteins as well. 

The right panel shows which proteins are downregulated if the beta-subunit of
Trap is silenced. Overall, these are fewer proteins than in the left panel. This 
makes sense because about 1/3 of all cellular proteins need to pass Sec61, but 
only a portion of them also need Trap.
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The heatmap shows 2 points, one is good, one is problematic.

The good point is that for Sec61alpha silencing (left panel), clustering by
control/siRNA1/siRNA2 worked perfectly. Also for Trap silencing (right
panel), clustering worked quite well. Only the bottom 3 data rows are clustered
away from the other experiments.

The problematic point is that the results for the two silencing siRNAs are
sometimes inconsistent. I have enclosed some of the problematic regions with
pink boxes.
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Here, we annotate the identified downregulated proteins by their GO 
localization.

Blue colored compartments in the „cake“ belong to the secretory pathway and
to membrane compartments.

Compared to all proteins identified by MS (left), the downregulated proteins
are more than 2-fold enriched in these compartments as expected.

39% of the hits localize to other compartments. These proteins are not 
expected to be Sec61 clients themselves. Their downregulation may either be a 
compensatory biological effect or simply be due to experimental noise. 

In the lower line, we analyzed how many of the proteins have signal peptides, 
are glycosylated or are membrane proteins. All these properties are strongly
upregulated as expected.
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This is the same analysis for the downregulated proteins after Trap silencing.

Now, the enrichment of relevant compartments is only about 1,5-fold.

Also, fewer relevant features are found in the lower row.
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Here, we tried to identify whether the signal peptides of TRAP clients differ
from the background of cellular proteins.

Indeed, we found that their signal peptides are less hydrophobic (left panel) 
and contain more Glycine and Proline residues – which can be expected to
weaken their helical propensity.

Therefore, one can speculate that these nascent peptide chains cannot push the
Sec61 pore open by themselves and need to be aided by the adjacent Trap 
complexes to open the Sec61 pore.
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No comments.
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No comments.
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This is an example of MS in detecting which proteins belong to protein
complexes.

The paper by Anne Gavin et al. is a classic paper on the application of the
TAP-MS method (https://www.ncbi.nlm.nih.gov/pubmed/11805826) that has
been cited more than 5500 times.
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This is slide illustrates what proteins belong to the 232 identified complexes of
yeast.

Panel a shows that the proteins belong to different compartments.

Panel d shows the size of the complexes (# of proteins)

Panel e shows the biological processes carried out by the identified proteins.
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This study (https://pubs.acs.org/doi/10.1021/acs.jproteome.5b00981) 
investigated the effect of assuming 3 different models for missing values.

MCAR, MAR and MNAR are standard models in data science (see
https://en.wikipedia.org/wiki/Missing_data).
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This slide describes how random values were inserted into a real data set.

The procedure will be explained again on the next slide.
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Schematic view upon the strategy used for the missing data generation. This 
strategy allows to control both for the total proportion of missing values 
generated as well as for the proportion of missing values, which are MNAR 
and MCAR.
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RSR for the real quantitative data set; imputation is performed by considering: 
kNN (a), SVDimpute (b), MLE (c), MinDet (d), and MinProb (e).
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Different algorithms provide advantages for different frequencies of missing
values.
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